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Abstract. This research progress of the clustering algorithms in meteorology in recent years is summarized in this paper. First, we give a brief introduction of the principles and characteristics of the clustering algorithms that are commonly used in meteorology. On the other hand, the applications of clustering algorithms in meteorology are analyzed, and the relationship between the various clustering algorithms and meteorological applications are summarized. Then we interpret the relationship from the perspectives of algorithms’ characteristics and practical applications. Finally, some main research issues and directions of the clustering algorithms in meteorological applications are pointed out.

1 Introduction

Managing and taking advantage of large mass of meteorological data is the basis for studying climate change as well as the key to improve the accuracy of prediction of disastrous weather. A growing number of technologies have been or will be introduced into the field of meteorology, in which the cluster analysis in data mining has occupied an important position in the study of meteorology. K-means and hierarchical methods are classical algorithms in cluster analysis and they are widely used in meteorology. Some other clustering algorithms, such as DBSCAN (Density-based Special Clustering of Applications with Noise), EM (Expectation Maximization), SOM (Self-organizing Feature Maps), FCM (Fuzzy C-means Clustering), SA (Simulated Annealing), WaveCluster and graph clustering, also perform well in some special meteorological applications.

We analyze the applications of commonly used clustering algorithms in meteorology in order to make better use of clustering algorithms in meteorology, and summarize the distribution and characteristics of clustering algorithms in meteorological applications. Then we interpret the results from the perspectives of characteristics of the algorithms and practical applications.
2 Problem Definition

The cluster analysis of meteorological data, both observed and model-generated, poses a number of unique challenges: (i) the data is spatially and temporally correlated. (ii) the data is potentially noisy. (iii) massive quantities of data are available for mining, etc. Common data types in cluster analysis mainly contain interval-scale variables, binary variables, categorical variables, ordinal variables, ratio-scaled variables, variables of mixed types and vector objects. There are some commonly used distance measures, for example, Euclidean distance, Manhattan distance, Minkowski distance, Chebyshev distance, Mahalanobis distance, Hamming distance and correlation coefficient [1]. Different measure methods have different features and advantages. Thus, in a specific meteorological application, combined with the data characteristics, choosing the appropriate clustering algorithm is the premise of successful experiments.

3 The commonly used clustering algorithms in meteorology

At present, many clustering algorithms are discussed [2]. But few clustering algorithms can be used in meteorology. In the rest of this section, clustering algorithms that are commonly used in meteorological applications are summarized briefly from the perspectives of principles and characteristics. Partitioning clustering: Given a dataset with n objects, a partitioning method classifies the data into k groups. Then an iterative relocation technique is used to improve the partitioning. The process stops until the criterion function converges.

The k-means algorithm [3] is a prominent partitioning clustering. It chooses k initial centroids where k is a user-specified parameter. Hierarchical methods organize data into a hierarchical structure according to the proximity matrix. They can be further classified as agglomerative methods or divisive methods, based on how the hierarchical decomposition is formed. Agglomerative clustering [4] starts with N clusters and each of them includes exactly one object. Based on different definitions of distances between two clusters, there are mainly five agglomerative methods including single linkage, complete linkage, average linkage, median linkage and ward’s method.

EM and SOM are two popular methods of model-based clustering. EM [5] is a popular iterative refinement algorithm for finding maximum likelihood estimate of parameters in statistical models, where the model depends on unobserved latent variables.

SOM [6] is a type of the artificial neural network that is trained using unsupervised learning to produce a low-dimensional, discretized representation of the input space of the training samples, called a map. It is one of the most popular neural network methods for clustering analysis.

The method is particularly useful when a nonlinear mapping is inherent in the problem itself. Just like the k-means, SOM also needs to predefine the number of the clusters, which is unknown for most circumstances.

In fuzzy clustering, data elements can belong to more than one cluster, and associated with each element is a set of membership levels. Fuzzy clustering is a process of
assigning these membership levels, and then using them to assign data elements to one or more clusters.

FCM [7] is one of the most widely used fuzzy clustering algorithms. FCM is particularly useful when the boundaries among the clusters are not well separated or ambiguous. Moreover, the membership values may help us discover more sophisticated relations between a given object and the disclosed clusters. However, FCM suffers from the presence of noise and outliers. It is also difficult to identify the initial partitions. The basic objective of search techniques is to find the global or approximate global optimum for combinatorial optimization problems, which usually has NP-hard complexity and need to search an exponentially large solution space. Clustering can be regarded as a category of optimization problem. Give a set of data points, clustering algorithms aim to organize them into K subsets that optimize some criterion function.

4 The applications of clustering algorithms in meteorology

4.1 Climate change

The classification is a task of classifying regions based on similar basic characteristics and changes of meteorological elements. Cluster analysis techniques classify regions to study regional weather, climate change, prediction and prevention of extreme weather from aspects of wind, precipitation, temperature, clouds, pressure etc. At present the study of classification based on meteorological elements focus on k-means method, hierarchical method, DBSCAN method, SOM method and FCM method.

(1) K-means method: In 2009, Jiménez, P. A. et al. [8] classified the daily surface wind fields into wind pattern types with the combination of the complete linkage algorithm and an algorithm similar to the k-means according to their spatial similarity over the Comunidad Foral de Navarra region. In the same year, Christos J. Lolis [9] applied the k-means to the factor scores time series classifying the 56 years into six distinct clusters that describe the main modes of spatial distribution of cloudiness. Then in 2011, İbrahim Sönmez et al. [10] applied the k-means to reclassify rainfall regions of Turkey[11] and investigated their temporal variability in relation to North Atlantic Oscillation.

(2) Hierarchical method: Robeson, S.M. et al. and J. Kysely et al. [12] classified homogeneous regions according to the temperature and precipitation by different hierarchical clustering methods respectively. In 2008, M. Burlando et al. [13] applied 15 different clustering techniques resulting from the combination of three distance measures and five agglomerative methods to study the wind climate of Corsica.

(3) DBSCAN method: In 2005, a data mining application based on DBSCAN was carried out on air temperature database and obtained clusters that have similar temperature trends [14].

Atmospheric circulation has been topics of interest to climatologists for years [16]. It is the dominant factor in global climate and a wide range of weather situation as well as the background of the weather system activity on a variety of scales. Cluster analysis techniques analyze the characteristics and long-term changes of the atmospheric circulation as well as its relationship with the climate change. The clustering algorithms used in this field contain k-means method, hierarchical method, SA method and graph theory-based method.

(1) K-means method: In 2006, Esteban, P. et al. [17] applied PCA and the k-means to characterize the daily surface synoptic circulation patterns. The results are consistent with the subjective knowledge of the daily atmospheric circulation over the area.

(2) Hierarchical method: In 2007, EM and a traditional hierarchical agglomerative clustering method (HAC) were applied and generated distinctly different atmospheric patterns characterizing seasonal circulation over eastern North America.

(3) SA method: In 2007, Philipp, A et al. [18] proposed a new clustering scheme combining the concepts of simulated annealing and diversified randomization (ASNDRA) when exploring long-term variability of daily North Atlantic-European pressure patterns since 1850. The method is able to reduce substantially the influence of chance in the cluster assignment, leading to partitions that are noticeably nearer to the global optimum and more stable. Based on the former method, a representative set of patterns that fully characterize the different circulation types appearing in each season was generated [19], and in 2009 [20], it was used to classify daily pressure-pattern sequences and evaluate whether sequence classification is more suitable to describe surface air-temperature conditions in Europe.

4.2 Urban meteorology

Urban meteorology, including the city meteorological observation, urban atmospheric pollution, urban fine weather forecasting, is an important part of human life. High-impact weather research, air quality prediction and weather forecasting are the main applications of clustering algorithms in the field of urban meteorology.

Air pollutants, such as SO2, CO, O3, PM2.5, PM10, acid rain, acid fog, have a definite impact on human living conditions. At present, cluster analysis techniques are mainly used to study the impact of air pollution as well as the relationship between weather conditions and air pollution. The main clustering techniques in this field are the k-means, hierarchical method, the SOM and the FCM.

(1) K-means method: Cervone, G. et al. [21] and Li, L. et al. [22] investigated the impact of air pollution by k-means. In 2011, Alex Mace et al. [23] proposed adaptive k-means clustering algorithm that used both the trajectory variables and the associated chemical value. The air mass trajectories were clustered to identify source regions of certain chemical species.
(2) Hierarchical method: Joseph H. Casola et al. [24] identified weather regimes through different hierarchical clustering methods. S. Yonemura et al. [25] and Charbel Afif et al. [26] analyzed the characterization of pollutant gas concentrations by different hierarchical clustering methods. In 2011, Seungmin Lee et al. [27] applied an agglomerative hierarchical clustering algorithm based on the Ward's minimum variance clustering criterion to the back trajectories to examine the origin of and favorable meteorological conditions for high concentrations of PM10 in Seoul, Korea.

4.3 Energy meteorology

Wind and solar energy are renewable resources, clean and environmentally friendly, with a broad development space and huge value. Rational use of meteorological resources, strengthening the development and utilization of wind and solar energy are some of the important ways to solve the energy problem as well as for energy saving. Cluster analysis techniques may be used for short-term wind power prediction. They can also assess the quality of energy so as to identify the locations which are optimal for energy power plant. The main clustering techniques in this field are k-means method and hierarchical method.

5 Discussion

From the previous section, we can see the main distribution of clustering algorithms in meteorological applications. Then we give a simple summary of the distribution. The relationship between the clustering algorithms and its applications in meteorology are shown in Figure 1.

Fig. 1. Algorithms/applications relationship map.
Combined the research in section 3 and Figure 1, we see summary from two aspects of clustering algorithms and meteorological applications.

In the term of the clustering algorithms, we can see that k-means and hierarchical methods are widely used in almost all the meteorological applications mentioned above for their typicality and distinct advantages. The applications are mainly in climate change, urban meteorology, energy meteorology. FCM is a typical fuzzy clustering algorithm. Compared to the hard division, it fits many special meteorological applications based on fuzzy partition. These special applications are mainly distributed in urban meteorology. It is also applied to classify Indian meteorological stations into homogeneous groups due to its advantage of assigning every station with partial membership in each group. As a method of neural network, SOM is widely applied in high-dimensional data visualization application for it can represent all points in a high-dimensional source space by points in a low-dimensional target space and try to maintain the topology of the input space. Its applications are mainly in climate change, air quality and hydrometeorology.

For some other algorithms, such as DBSCAN, EM, WaveCluster, SA and graph clustering method, their applications are limited in solving specific meteorology issues. DBSCAN is now mainly used for identifying and tracking storm cell and studying the light flash characteristics. EM is particularly used to determine the typical weather types, while WaveCluster identifies the outliers in meteorological data. SA and Graph clustering are mainly applied to investigate atmospheric circulation and its impact on climate change.

In terms of meteorological applications and the real world, the clustering algorithms are mostly used in applications which are closely related to human life, such as urban meteorology and climate change. With the rapid development of society and technology, people are increasingly concerned about the quality of life and scientific production, forecasting, monitoring, etc. This is also verified that people propose or create a variety of techniques to meet the requirements of the humans, which is in line with the law of human and social development.
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