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Abstract. The accuracy of the traditional online recommendation system, much depends on the collaborative filtering recommendation algorithm, however, recommend system aims to attract the interest of consumers and turn visitors into buyers, rather than accurately predict their score. Online recommendation system is the service version of social filtering process. Most previous studies emphasize the accuracy of the collaborative filtering algorithm. However, the effective recommendation system must be credible. It requires that the system logic be transparency and the system be able to provide consumers a new, inexperienced item.
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1 Introduction

With tremendous information provided by Internet, the efficiency and quality of information used by e-commerce system users are greatly declined because of information overload and disorientation. Recommendation systems can assist users in making choices from various alternative approaches [1-2]. The goal of such systems is to predict users’ preference and provide prediction about appropriate information. Individualized recommendation technologies perform remarkably excellently in electronic commerce field. They can recommend according to consumers’ interest and hobbies commodities which are consistent with their favors, substituting and surpassing the role of recommendation by traditional on-site stores’ sales persons. The personalized suggestions are based on interaction or preferences, which thus offers suppliers a big opportunity [3-4].

Ganesh [5] pointed out that online selling has become retailers’ important strategy. After talking with online retailers, we found more than a half of them have planned or will plan to carry out recommendation function on their websites. Recommendation systems include artificial recommendation and computer recommendation, with the former including cross-selling finished by manpower [6-7]. The automatic recommendation system finished by computers is collaborative
filtering, which utilizes data mining techniques to optimize interactive information with consumers for the purpose of personalized e-business. Automatic recommendation stresses real-time and machine learning algorithms rather than fixed data model [8-9]. The level of consumers’ acceptance to recommendation systems has direct impacts on the effect of them. Being affected by many factors like personalization, source of recommended information and recommendation time, such systems play a dual role in consumers’ decision-making process.

2 Recommendation model improvement based on freshness measurement

Express rating data with a two dimensional scoring matrix. Let \( U = \{ u_1, u_2, \ldots, u_m \} \) the collection of m users and the collection of n items is \( I = \{ i_1, i_2, \ldots, i_n \} \). Users’ rating data about one item is matrix \( R \) at \( m \times n \) dimension. Every item \( r_{u,i} \) in matrix \( R \) represents the score of item \( i \) by user \( u \). With evaluation matrix, we can compute the similarity between any two users and any two items. Then, we fetch from user’s scoring files a certain number of training sets and test sets for the related experiment.

User similarity based on Pearson measurement

Pearson similarity is the commonest measuring method based on users. In the scoring matrix \( R \) of user against items, user \( x \)’s rating for item \( i \) is \( r_{x,i} \). The average score for user \( x \) and \( y \) is respectively \( \bar{r}_x \) and \( \bar{r}_y \). Then the similarity of user \( x \) and \( y \) based on Pearson similarity can be expressed as (1).

\[
sim(x, y) = \frac{\sum_{i \in I} (r_{x,i} - \bar{r}_x)(r_{y,i} - \bar{r}_y)}{\sqrt{\sum_{i \in I} (r_{x,i} - \bar{r}_x)^2 (r_{y,i} - \bar{r}_y)^2}}
\]  

User similarity based on cosine method

The scoring data is expressed with n-dimensional vector. The vector value of those without evaluation value is 0. User data is expressed with m-dimensional vector. Through computation of cosine values between different angles, we can get user’s similarity. The score of user \( x \) and \( y \) in n-dimensional space is vector \( x \) and vector \( y \). Hence the relative similarity equation based on angle cosine method is shown in (2).

\[
sim(x, y) = \cos(x, y) = \frac{x \cdot y}{\|x\|_2 \|y\|_2}
\]
Where, numerator equals to the inner product of two users’ scoring vectors, while denominator is the product of two users’ vector modules.

**User similarity based on amended angle cosine method**

Instead of using traditional cosine methods which don’t consider the problem with scoring magnitude of different users, lots of researchers applied the amended cosine method, based on which, the above problem is solved through deduction of mean scores. The user similarity based on the amended cosine method is like (3).

\[
sim(x, y) = \frac{\sum_{i \in I_{x,y}} (r_{x,j} - \bar{r}_x)(r_{y,j} - \bar{r}_y)}{\sqrt{\sum_{i \in I_{x,y}} (r_{x,j} - \bar{r}_x)^2 \sum_{i \in I_{x,y}} (r_{y,j} - \bar{r}_y)^2}}
\]

Set matrix S the similarity matrix between \( n \times n \) dimensional users. Every \( S_{x,y} \) in the matrix refers to the similarity between user x and y. The above is the estimation of similarity generated based on users’ historic rating records. If the number of products being definitely rated by a user is quite less, then the similarity got by that method is not accurate, as it’s calculated based on the itemset which are appraised by both user x and y. If the number of users increases, the computation amount grows linearly and performance gets worse.

3 **Experiment Design and Discussion**

3.1 **Classification of movie items in the dataset**

According to features of movie items in the set, we classify movies into 19 types (Table 1).

Based on item type, the item class matrix G is generated at 1683 \( \times \) 19 dimension. When i item belongs to class \( g_i \), \( G_{i,j} = 1 \); or, \( G_{i,j} = 0 \). Now we make clustering analysis for the item. Some items’ class matrix is listed in Table 3.

For extreme sparseness of rating matrix, item class matrix needs to rely on simple categorization of item classes for higher clustering quality.

3.2 **Similarity calculation method**

For the clustering dataset, we need calculate the similarity between users and that between items. As for different datasets, the different results exist between item-based collaborative filtering similarity computation and user-based collaborative filtering similarity computation. We compared the effect of respectively user similarity method based on Pearson measuring, cosine similarity method and the modified cosine method.
method. Learning that different similarity results could affect the accuracy of recommendation, we got the mean value of MAE after cross tests for 5 iterations for the chosen dataset. The modified cosine similarity method based on item performs the best in terms of recommendation accuracy. Therefore it is chosen for the comparison test in the next step. In the experiment, because it’s required to pre-determine the value of initial clustering quantity \( K_{\text{cluster}} \), the preset value of \( K_{\text{cluster}} \) has big influences on test results. From recommendation results got with different values of \( K_{\text{cluster}} \), the recommendation accuracy is not consistent due to different \( K \) values. Here we chose \( K_{\text{cluster}}’s \) best value (\( K=15 \)) for the following control experiment.

<table>
<thead>
<tr>
<th>Item ID</th>
<th>Movie classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>unknown</td>
</tr>
<tr>
<td>1</td>
<td>Action</td>
</tr>
<tr>
<td>2</td>
<td>Adventure</td>
</tr>
<tr>
<td>3</td>
<td>Animation</td>
</tr>
<tr>
<td>4</td>
<td>Children's</td>
</tr>
<tr>
<td>5</td>
<td>Comedy</td>
</tr>
<tr>
<td>6</td>
<td>Crime</td>
</tr>
<tr>
<td>7</td>
<td>Documentary</td>
</tr>
<tr>
<td>8</td>
<td>Drama</td>
</tr>
<tr>
<td>9</td>
<td>Fantasy</td>
</tr>
<tr>
<td>10</td>
<td>Film-Noir</td>
</tr>
<tr>
<td>11</td>
<td>Horror</td>
</tr>
<tr>
<td>12</td>
<td>Musical</td>
</tr>
<tr>
<td>13</td>
<td>Mystery</td>
</tr>
<tr>
<td>14</td>
<td>Romance</td>
</tr>
<tr>
<td>15</td>
<td>Sci-Fi</td>
</tr>
<tr>
<td>16</td>
<td>Thriller</td>
</tr>
<tr>
<td>17</td>
<td>War</td>
</tr>
<tr>
<td>18</td>
<td>Western</td>
</tr>
</tbody>
</table>

### Table 1. Movie classification

4 Conclusion

It outlined the progress that collaborative filtering recommendation method made from the mere method to user experience. Then it proposed the recommendation model based on variety. The recommendation quality was enhanced by adjusting the percentage of long-tail items through augmentation of freshness parameter when the candidate recommendation item set was calculated. The simulation experiment was designed to evaluate the diversity-based recommendation algorithm. The nearest neighbor quantity, clustering quantity and parameter value were appropriately
selected. The result confirmed that the proposed method is superior in diversity and coverage rate while keeping certain accuracy rate.
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