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Abstract: In order to improve the efficiency of network intrusion detection, this paper proposes a wavelet transform based support vector machine ensemble algorithm. Firstly, we use wavelet transform to remove the redundant attributes from the original dataset. Then we train a support vector machine ensemble on the simplified dataset. As the wavelet transform in this algorithm can effectively remove the redundant attributes, the proposed algorithm is with high efficiency. Simulation experiments on KDD CUP 99 data set show that the proposed algorithm has good intrusion detection performance.
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1 Introduction

With the development of network science, people’s lives become more convenient. However, at the same time, it also seriously affects people's privacy and property safety. Recent years, network security has aroused widespread concern, and has become a hot topic in computer research fields.

Network intrusion detection [1] is the discovery of the intrusion behavior. An intrusion detection system (IDS) is a device or software application that monitors network or system activities for malicious activities or policy violations and produces reports to a Management Station. Network intrusion detection technology is the most important part in an intrusion detection system. As it can be regarded as a pattern recognition problem, most pattern recognition algorithms can be applied in this problem.

Li et al [2] proposed a fuzzy multi-class support vector machine algorithm, denoted as FMSVM. In the algorithm, a fuzzy membership function was introduced into the multi-class support vector machine. The membership function acquired different values for each input data according to their different affects on the classification result. Yu et al [3] presented an ensemble approach to intrusion detection based on improved multi-objective genetic algorithm. The algorithm generated the optimal feature subsets, which achieve the best trade-off between detection rate and false positive rate through an improved MOGA. And the most accurate and diverse base
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classifiers were selected to constitute the ensemble intrusion detection model by selective ensemble approach. Guo et al[4] employed random forests algorithm (RFA) in intrusion detection. They devised an improved variation of random forests algorithm (IRFA) and presented an IRFA based model for intrusion detection in information exchanged through network connections.

The above algorithms improve the performance of IDS to some extent, but they are time-consuming because of the redundant attributes in the network links data. Unlike the above algorithms, in this paper, we proposed a wavelet transform based support vector machine ensemble algorithm and applied the algorithm on intrusion detection. The algorithm firstly uses wavelet transform[5] to make dimension reduction and then trains support vector machine[6] ensemble classifiers on the simplified dataset. As the proposed algorithm can effectively reduce the dimension of the original dataset, it is with a high efficiency.

The rest of this paper is organized as follows. Section 2 introduces the theories of wavelet transform and support vector machine ensemble. Section 3 presents the wavelet transform based support vector machine ensemble algorithm. In Section 4, we apply the proposed algorithm in intrusion detection problems by using KDD CUP 99 dataset. Section 5 summaries the main contribution of this paper.

2. Related theories

2.1. Wavelet transform

The discrete wavelet transform (DWT) is a linear signal processing technique that, when applied to a data vector $X$, transforms it to a numerically different vector, $X'$, of wavelet coefficients. The two vectors are of the same length. When applying this technique to data reduction, we consider each tuple as an $n$-dimensional data vector, that is, $X = (x_1, x_2, \ldots, x_n)$, depicting $n$ measurements made on the tuple from $n$ database attributes[7].

The usefulness of wavelet transform lies in the fact that the wavelet transformed data can be truncated. A compressed approximation of the data can be retained by storing only a small fraction of the strongest of the wavelet coefficients. For example, all wavelet coefficients larger than some user-specified threshold can be retained. All other coefficients are set to 0.

The DWT is closely related to the discrete Fourier transform (DFT), a signal processing technique involving sines and cosines. In general, however, the DWT achieves better lossy compression. That is, if the same number of coefficients is retained for a DWT and a DFT of a given data vector, the DWT version will provide a more accurate approximation of the original data. Hence, for an equivalent approximation, the DWT requires less space than the DFT. Unlike the DFT, wavelets are quite localized in space, contributing to the conservation of local detail.

Popular wavelet transforms include the Haar-2, Daubechies-4, and Daubechies-6 transforms. The general procedure for applying a discrete wavelet transform uses a
hierarchical pyramid algorithm that halves the data at each iteration, resulting in fast computational speed. The method is as follows:

1. The length, L, of the input data vector must be an integer power of 2. This condition can be met by padding the data vector with zeros as necessary (L \geq n).

2. Each transform involves applying two functions. The first applies some data smoothing, such as a sum or weighted average. The second performs a weighted difference, which acts to bring out the detailed features of the data.

3. The two functions are applied to pairs of data points in X, that is, to all pairs of measurements \((x_{2i}, x_{2i+1})\). This results in two sets of data of length L/2. In general, these represent a smoothed or low-frequency version of the input data and the high frequency content of it, respectively.

4. The two functions are recursively applied to the sets of data obtained in the previous loop, until the resulting data sets obtained are of length 2.

5. Selected values from the data sets obtained in the above iterations are designated the wavelet coefficients of the transformed data.

2.2. Ensemble

In SVM ensemble, individual SVMs are aggregated to make a collective decision in several ways such as the majority voting, least-squares estimation-based weighting, and the double layer hierarchical combing. The training SVM ensemble can be conducted in the way of bagging or boosting. In bagging, each individual SVM is trained independently using the randomly chosen training samples via a bootstrap technique. In boosting, each individual SVM is trained using the training samples chosen according to the sample’s probability distribution that is updated in proportion to the error in the sample. SVM ensemble is essentially a type of cross-validation optimization of single SVM, having a more stable classification performance than other models[8].

3. The wavelet transform based support vector machine ensemble algorithm

As there are many redundant attributes for the network link data, the traditional intrusion detection algorithms are time consuming. In order to improve the efficiency of intrusion detection algorithms, we proposed a wavelet transform based support vector machine ensemble algorithm, denoted as WTSVME. In WTSVME, firstly the dimensions of original attributes of network link data are reduced by wavelet transform. Then the support vector machine ensemble classifier is trained on the dataset simplified. The pseudo-code of the WTSVME algorithm is shown in Table 1.
Table 1. The pseudo-code of the WTSVME algorithm

```
Input: the original training set D;
Output: decision rule F
Process:
T = wavelet_transform(D); /* using wavelet transform to obtain a simplified data set T */
SVME = Boosting(SVM, T) /* using Boosting sampling to train a support vector machine ensemble on training set T */
F = SVME(T) /* obtaining the decision rule F by training support vector machine ensemble classifier on training set T */
```

As the dataset simplified by wavelet transform removed the redundant attributes from the original training set effectively, so the efficiency of the WTSVME algorithm can be higher than the previous algorithms working on the original dataset. In the next section, we will perform an experiment on KDD CUP 99 dataset to test the effective of the proposed algorithm.

4 Experiments

4.1. Experimental data

The intrusion detection dataset in this paper is kddcup_10_per, which comes from the data set of KDD CUP 99. The data set contains 494021 records. Each record has 41 attributes, among which, 34 attributes are continuous, and 7 attributes are discrete. The data set also contains a class attribute. There are 23 classes in all, among which Normal is normal network behavior, and the other 22 classes (Back, Neptune, Smurf and etc) are intrusion behaviors. In this experiment, we map the 23 classes to 5 types, namely, Normal, Dos, R2L, U2R and Probing. The distribution of different types is shown in Table 2.

Table 2. The distribution of different types in kddcup_10_per

<table>
<thead>
<tr>
<th>Type</th>
<th>Data number</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>97278</td>
<td>19.69</td>
</tr>
<tr>
<td>Dos</td>
<td>391458</td>
<td>79.24</td>
</tr>
<tr>
<td>Probing</td>
<td>4107</td>
<td>0.83</td>
</tr>
<tr>
<td>R2L</td>
<td>1126</td>
<td>0.23</td>
</tr>
<tr>
<td>U2R</td>
<td>52</td>
<td>0.01</td>
</tr>
</tbody>
</table>

As the kddcup_10_per dataset is very large, for convenience, we select a subset from kddcup_10_per dataset to perform the intrusion detection experiment. The sample numbers of training set and testing set are shown in Table 3.
<table>
<thead>
<tr>
<th>Type</th>
<th>Training set number</th>
<th>Testing set number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dos</td>
<td>6000</td>
<td>3000</td>
</tr>
<tr>
<td>Probing</td>
<td>2000</td>
<td>1000</td>
</tr>
<tr>
<td>R2L</td>
<td>500</td>
<td>250</td>
</tr>
<tr>
<td>U2R</td>
<td>30</td>
<td>20</td>
</tr>
</tbody>
</table>

4.2. Data preprocessing

(1) Conversion from character attribute value to numerical value

There are four character attributes in the data set. Since SVM algorithm only accepts numerical vectors, the character attribute values need to be converted into numerical values[9].

(2) Data normalization

Since the value range of each attribute in original data set is different, the data need to be normalized. We would like to map the continuous attribute value to the range [0.0, 1.0] by computing

\[ V = \frac{(v - \min(f_i))}{(\max(f_i) - \min(f_i))} \]  

where \( V \) is the attribute value after normalization, \( v \) is the attribute value of original data, and \( \min(f_i) \), \( \max(f_i) \) are the minimum and maximum values of attribute \( f_i \) respectively.

4.3. Evaluation indexes

In this paper, we use DR, FR and Time as the evaluation indexes of classification performance, where Time records the running time of the experimental algorithms. The meanings of DR and FR are by the following.

Detection Rate (DR) =the number of samples detected / the total number of the abnormal samples.
False Positive (FR) =the number of the misclassification normal samples / the number of normal samples.

4.4. Experimental method and result

In order to test the performance of WTSVME algorithm, we compare FMSVM algorithm proposed in [2] and WTSVME algorithm on the selected dataset. We select C-SVC[6] as the classification algorithm in both algorithms, where C is a penalty factor. Since radial basis function (RBF) has a good adaptability on non-linear, and high dimensional data set, this experiment selects Gaussian kernel as kernel function:
where \( \sigma \) is a width parameter, "x" and "y" are \( n \)-dimensional vectors in the original feature space.

As this experiment is a multi-classification problem, so we select one-against-all (1-v-r) approach [10], which is to transform a \( c \)-class problem into \( c \) two-class problems, where one class is separated from the remaining ones. In this experiment, the best \( \sigma \) and \( C \) are obtained by 10-fold cross-validation [11].

The experimental platform is as follows: Intel Core2 Duo CPU T6500, 2.10GHz, 2.00GB RAM, Windows 7 OS. Five runs of 10-fold cross-validation are performed on each data set, and the average classification result is reported in Figure 1 and Figure 2, and the running time of both algorithms is shown in Table 4.
Table 4. Running time of FMSVM and WTSVME

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMSVM</td>
<td>722.1</td>
</tr>
<tr>
<td>WTSVME</td>
<td>596.3</td>
</tr>
</tbody>
</table>

4.5. Experimental result analysis

As shown in Figure 1 and Figure 2, the classification performance of WTSVME can match the performance of FMSVM algorithm, but from Table 4, we can see that the running time of WTSVME is much less than that of FMSVM algorithm. Therefore, WTSVME algorithm proposed in this paper exhibits a good way to network intrusion detection.

5 Conclusion

As network link data contain many redundant attributes, traditional intrusion detection algorithms are time consuming. In this paper, we proposed a wavelet transform based support vector machine ensemble algorithm. By removing redundant attributes effectively by wavelet transform, the efficiency of the proposed is higher than traditional algorithms. Experiment on KDD CUP 99 dataset shows that the proposed algorithm has a good intrusion detection performance.
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