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Abstract. We propose a novel methodology of maintaining a classification model on streaming data, such as sensor data or log data. Our approach uses an ensemble for classifying data streams which consists of a set of classifiers. New classifiers of the ensemble on streaming data will be generated dynamically according to the estimated distribution of streaming data instead of periodically building them. Also our approach is able to deal with changes of class distribution as well as changes of data distribution. We compared the results of our approach and of the previous approach which can only deal with changes of data distribution. In experiments with 10 benchmark data sets, our approach produced an average of 3.61% higher classification accuracy.
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1 Introduction

Many companies which deal with customer’s preferences or life styles provide reliable services using a prediction/classification model management method. Those models have to predict/classify something from streaming data in real time. A major characteristic of streaming data is to be changed in data distribution according to data generation status. Usually prediction/classification models are periodically updated, and those methods have the following disadvantages [1]. First, if the accuracy of a classifier is high, the classifier does not need to be updated. However, even in this case, the classifier is updated because of the update period. Second, if the current time doesn’t reaches a period setting value, the classifier would not be updated even though the distribution of streaming data is changed within the update period. Third, human experts should label all samples, and then evaluate or refine the current classifier using them. In a real-world application, it is very impractical process that a human expert gives the classifier feedback on its decision for every single sample.

We propose an efficient ensemble-based modeling approach for classifying data streams. Our approach is able to dynamically generate new classifiers for an ensemble on streaming data. It decides if streaming samples should be selected for building new classifiers not according to a time interval, but according to a change in the distribution of streaming data. In addition, our approach can handle concept drift in an online process.
2 Changes in Distribution of Streaming Data

A data stream is a continuous and infinite sequence of data, which makes either storing or scanning all the historical data nearly impossible [2]. Moreover, streaming data often evolve considerably over time [2]. The change in streaming data distribution is referred to as concept drift [3]. Types of the concept drift are categorized into (a) the change of data distribution or (b) the change of class distribution according to change in streaming data distribution, as shown in Fig. 1.

Fig. 1 Categorization of concept drifts according to change in streaming data distribution

3 Ensemble-based Modeling for Classifying Data Stream

We propose a more flexible approach which does not build a new classifier periodically in a fixed interval of time. Our ensemble approach decides dynamically when to build a new classifier and which samples should be used as a training data set according to changes in the distribution of streaming data.

Our approach adopts the concept of training data areas in order to estimate the current streaming data distribution. A training data area is defined the mean vector (center) and the standard deviation of a training data set from which a classifier is built. If the coming streaming data do not belong to any training data areas and the streaming data are near to each other, we can assume that a change in the current distribution of streaming data occurs. Using such an assumption, a methodology of maintaining the performance of an ensemble classifier in streaming data was proposed and its validity was showed by experiments with ten benchmark data sets [4]. However, the previous methodology proposed by [4] suffers from changes of class distribution occurring within training data areas. We improved the accuracy of the previous methodology by overcoming its disadvantage.

We assume that a classifier has a class distribution of its training data. Therefore, our approach compares the accuracy of a classifier on training data with its accuracy on test data. If the difference between the two accuracies is statistically significant, we
believe that a change of class distribution occurs. The test data set consists of data which randomly selected from streaming data belonging to the same training data area, and the selected streaming data will be labeled by human experts.

The size of a test data set is defined as the size of a training data set. If the size of a training data set is small, we decide whether the difference between the accuracies of the training data and the test data is statistically significant or not using the Fisher’s Exact Test. The chi-square test is also used when the size of a training data set is large. In our experiments, the Fisher’s Exact Test is used because the size of a training data set was defined as 300.

Our approach generates a meta-ensemble, as shown in Fig.2. An ensemble of a meta-ensemble is generated from a training data area. In other words, the ensembles of a meta-ensemble will be generated whenever a change of data distribution occurs. The classifiers of an ensemble will be built whenever a change of class distribution within a training data area is decided. In the meta-ensemble represented in Fig.2, we can know that once change of data distribution and changes of class distribution of three times occurred in streaming data so far.

When the meta-ensemble classifies a coming streaming datum, if the datum belongs to a training data area, it is classified by the only ensemble corresponding to the training data area. The final output value of an ensemble is decided by the simple majority voting method. If the datum does not belong to any training data areas, the meta-ensemble classifies the datum using all ensembles. The final output value of the meta-ensemble is decided by the weighted majority voting method. The weight values of each ensemble are calculated by the membership function used in Fuzzy C-means.

![Fig. 2 Meta-Ensemble for classifying data streams](image)

### 4 Experiments

We chose six real data sets from the UCI data repository and three streaming data sets from Wikipedia under the keyword “concept drift”, as shown in Table 1.

We divided each data set into an initial training data set and a streaming data set. The initial training data set was used for building an initial ensemble which consists
of one classifier, the streaming data set was used as a test data set for evaluating ensemble approaches. Each value in Table 1 is presented with “the weighted sum of F-measures for all classes (WSF)”, which is an appropriate measure for an ensemble accuracy applied for streaming data in a multi-classification problem with skewed class distribution [4]. Our ensemble’s WSF value (0.621) is 3.61% higher than the WSF average for the previous ensemble [4].

Table 1. Comparison with WSF of our ensemble and the previous ensemble[4]

<table>
<thead>
<tr>
<th>Data set</th>
<th>Our ensemble</th>
<th>Previous ensemble [4]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landsat Satellite</td>
<td>0.591</td>
<td>0.501</td>
</tr>
<tr>
<td>Mushroom</td>
<td>0.898</td>
<td>0.887</td>
</tr>
<tr>
<td>Nursery</td>
<td>0.515</td>
<td>0.485</td>
</tr>
<tr>
<td>MAGIC</td>
<td>0.742</td>
<td>0.774</td>
</tr>
<tr>
<td>Adult</td>
<td>0.532</td>
<td>0.510</td>
</tr>
<tr>
<td>Covertype</td>
<td>0.386</td>
<td>0.328</td>
</tr>
<tr>
<td>EM</td>
<td>0.670</td>
<td>0.643</td>
</tr>
<tr>
<td>PAKDD</td>
<td>0.275</td>
<td>0.290</td>
</tr>
<tr>
<td>KDDCup</td>
<td>0.982</td>
<td>0.978</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.621</td>
<td>0.599</td>
</tr>
</tbody>
</table>

5 Conclusions

This paper presents a new modeling approach for classifying data streams according to changes in streaming data distribution. The main characteristic of the proposed ensemble-based approach is to be able to deal with the change of class distribution as well as the change of data distribution. We are going to apply the proposed approach to activity recognition using smartphone’s accelerometer.
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