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Abstract. Matlab/Simulink provides developer with model-based development environments for various applications. Real-Time Workshop in Simulink toolkits automatically generates C/C++ programs, which enables user to build real-time systems easily. However, the generated program code is only for single process so that it is difficult to build high-performance real-time systems. In this paper, we propose an optimization scheme of parallelizing Simulink blocks for building multi-threaded real-time applications on multicore systems. The proposed scheme extracts the dependency graph of Simulink blocks and estimates their execution times on target platforms. Based on the dependency graph with estimated execution times, multi-threaded real-time applications are automatically generated on RTAI Linux systems.
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1 Introduction

Matlab/Simulink [1] provides users with graphical user interface (GUI) for block model-based design. One of key functions is the automatic code generation of Real-Time Workshop toolkit that generates C/C++ program for various target platforms. Thus, users easily develop real-time programs and generate codes for their platforms.

Although the automatic code generation function of Simulink reduces cost, the generated program is only in the form of single process. This makes it difficult to utilize high performance of multi-core systems. Our earlier work [4] provided user-defined Simulink blocks in order to generate parallel codes for real-time multicore systems. However, the work has the drawback that users specify the parallel part using user-defined block manually. Thus, in this paper, we enhance the framework by adding a new automatic parallelization scheme which extracts the dependency graph of Simulink blocks and produces multi-threaded codes.
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2 The Proposed Framework

In this section, we present how to run a Simulink application on real-time multicore systems with automatic parallelized threads. Fig. 1 shows the proposed framework. The followings explain each steps of the framework.

**Step 1. Programming a Simulink application:** First, a user develops a Simulink application based on block diagrams. The blocks which are to be parallelized should be specified as subsystems and functions. This program is generated automatically to C code using Real-Time workshop tool. RTW codes and the main C codes among the generated source codes are used to generate the dependency graph.

**Step 2. Creating the dependency graph:** RTW code includes all of block information such as position, state, dependency, and so on. We can obtain the dependency graph of main blocks which are specified as subsystems and functions from RTW code. However this graph does not include the execution time information, so that we need to estimate the block execution time.

**Step 3. Estimating the execution time of each block:** Dependency graph needs execution time of main blocks in order to parallelize subtasks appropriately. So, We insert the codes for profiling execution times of blocks around the block codes. When the modified program is executed in the target platform, we

![Fig. 1. Steps of the proposed framework](image-url)
can measure the execution time.

**Step 4. Generating the parallel C code:** The dependency graph with the execution time information is used to analyze an optimized parallelization of Simulink blocks. For example, the dependency graph with seven nodes in Fig. 1, it can be parallelized into three subtasks.

**Step 5. Executing program on the target platform:** The compiled program runs in the real-time target system. These tasks are allocated and executed parallelly in multi-core systems. We implemented the proposed framework in RTAI Linux.

3 Discussion and Summary

Current Simulink provides auto-generated code in the form of single structure. In this paper, we proposed the automatic parallel code generation scheme for multicore real-time systems. Auto-generated code can be optimized using the block dependency graph that includes the dependency relation and execution time of each block. Based on the dependency graph, an optimized multi-threaded codes are generated automatically on the target platform. The proposed scheme is useful for building high-performance real-time systems based on Simulink applications.
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