Document Clustering using Reweighted Term
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Abstract. This paper proposes a new document clustering method using the reweighted term based on semantic features for enhancing document clustering. The proposed method uses document samples of cluster by user to reduce the semantic gap between the user’s requirement and clustering results by machine.

Keywords: Document clustering, reweighting term, semantic feature.

1 Introduction

Traditional document clustering methods are based on bag of words (BOW) model, which represents documents with features such as weighted term frequencies (i.e., vector model). However, these methods ignore semantic relationship between the terms within a document set. Recently, to overcome the problems of the vector model-based document clustering, knowledge based approaches are applied [1]. Knowledge based approaches can be either internal knowledge based or external knowledge based document clustering. Internal knowledge-based document clustering uses the inherent structure of the document set by means of a factorization technique [1, 2, 3, 4, 5, 6]. External knowledge-based document clustering exploits the constructed term ontology from external knowledge database with regard to ontology as WordNet and Wikipedia [1, 2, 3].

In order to enhance the internal knowledge-based approaches, this paper proposes a document clustering method that uses the reweighted terms by semantic features of NMF and the selected sample document of cluster by user.

2 Proposed Method

The method of reweighting term is described as follows. First, let the number of cluster be set (it also can use to set the number of semantic feature $r$ with connection to NMF), and then the sample documents regarding the clusters are selected by user. Second, preprocessing is performed. Finally, the reweighting term $g_{a}^{new}$ is calculated by using equation (1). However, we cannot directly calculate a new weight of $a$’th
term. In order to solve this limitation, it calculates the average weight of a’th row vector with regard to semantic features of document set by NMF a corresponding a’th term of the selected sample document.

\[ g_{a}^{\text{new}} = g_{a}^{\text{old}} + \Delta g_{a} \]  

(1)

Where \( g_{a}^{\text{new}} \) is a new weight of a’th term, \( g_{a}^{\text{old}} \) is a weight of a’th term (i.e., initial value is 1.), \( \Delta g_{a} \) is variance in average weight of a’th row vector.

This section presents the clustering document using kmeans clustering method and reweighting terms of document set. The reweighting terms are calculated by using equation (2).

\[ \tilde{A} = GA \]  

(2)

Where \( \tilde{A} \) is reweighting term document frequency matrix, \( G \) is weight matrix, \( A \) is term document frequency matrix with relation to document set.

The kmean algorithm takes the input parameter, \( k \), and partitions a set of \( n \) objects into \( k \) clusters so that the resulting intra-cluster similarity is high but inter-cluster similarity is low [7]. In this paper, we use cosine similarity for cluster distance measure with association to kmeans.

3 Experiments and Evaluation

This paper uses 20 Newsgroups data set for performance evaluation [8]. To evaluate the proposed method, mixed documents were randomly chosen from the 20 Newsgroups documents. Normalized mutual information metric used to measure the document clustering performance [1-7].

In this paper, the eight different document clustering methods are implemented. The RT, KM [13, 14], NMF [4], CF [5], ASI [6] methods are document clustering methods based on internal knowledge. The TR denotes the proposed method described within this paper. The average normalized metric of RT is 20.8% higher than that of KM, 17.58% higher than that of NMF, 14.48% higher than that of CF, 12.88% higher than that of ASI.

4 Conclusion

This paper presents a document clustering method using the reweighted term based on semantic features for enhancing document clustering. The proposed method uses document samples of cluster by user to reduce the semantic gap between the user’s requirement and clustering results by machine. The method can enhance the document clustering because it uses the reweighted term which can well represent an inherent structure of document set relevant to a user’s requirement.
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