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Abstract. To enhance the automatic forecast of red tide, this paper proposes a 
red tide prediction method that uses ensemble method. The proposed method 
improves the precision of forecast results because the ensemble classifier is 
enhanced by optimal data of the proposed preprocessing. 
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1   Introduction 

In recent year, red tide has been studied extensively according to the increment of a 
sea farming damage by means of red tide blooms in connection with harmful algae in 
the world. Research on red tide events of South Korea has mostly focused chemical 
properties and investigation of biological causes, which is generally used for 
mitigation activity. However, there has been minimal research regarding variety of 
automatic methods with relation to monitoring and predicting red tide blooms in the 
coast of South Korea [1, 2]. Though automatic forecast of red tide events has many 
limitations, a red tide bloom can be automatically predicted by analyzing past data of 
the occurrence of red tide and current data of the marine environment. Recently, other 
techniques for red tide forecast, including the manual method [3], case-based 
reasoning (CBR) [4], and pattern recognition [5] have been proposed. This paper 
proposes a red tide forecast method using ensemble method. 

2   Proposed Method 

The proposed method consists of two phases: preprocessing, ensemble method. In the 
following subsections, we explain each phase in full. 

2.1   Preprocessing 

In this section, the input and output variables for preprocessing phase with regard to 
the classifier is modeled by using the past red tide event data and the marine 
environmental data. The input variables used are the water temperature, surface see 
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temperature, and rainfall. The output variables use the density of red tide algae and 
the red tide bloom. The range of input variables is initialized 10 days before the 
prediction of the red tide event. 

The input and output variables of the preprocessing phase are described as follows. 
The input variables of water temperature and surface see temperature are defined by 
the average of 10 days before the red tide blooms. The input variable of rainfall is 
defined by the sum of 10 days before the red tide event. 

2.2   Ensemble method 

In the ensemble method phase, the categorical red tide forecast is predicted by 
bagging based on decision tree [6]. The ensemble algorithm uses the bagging 
algorithm since it also shows better prediction performance than the boost algorithm 
in our training and test data. The ensemble method phase consists of the choice of 
basis classifier and the bagging method. 

3   Experiments and Evaluation 

In this paper, we used the experimental data of 1,461 actual events of harmful algal of 
cochlodinium p. in the nine years from 2002 to 2010 that occurred on the coast of 
South Korea. The data was gathered from the red tide news bulletin of the red tide 
information system [1]. In addition, marine environmental data in connection with the 
data of the red tide events was collected (i.e., the temperature and rainfall from  
Korea National Weather Service [7] and the water temperature from the Korea 
National Fisheries Research & Development Institute [8]). The training data used to 
construct the classifier using the six years from 2002 to 2007, and the test data used to 
evaluate the prediction result by the four years from 2007 to 2010.  

In this paper, we use five different prediction methods: BPNN, SVM, C45, CART, 
and ESB. BPNN denotes the back propagation neural network [6]. SVM denotes the 
support vector machine [6]. C45 [6] and CART [6] denote decision tree algorithms. 
ESB is the proposed method. The performance evaluation was conducted by 
comparing the results of proposed method with the results of four prediction 
classifiers using the same data including the preprocessed and original data. The 
average accuracy of ESB is 19.57% higher than that of BPNN, 4.27% higher than that 
of SVM, 3.59% higher than that of C45, and 2.23% higher than that of CART. ESB 
shows best performance. 

4   Conclusion 

This paper proposed a red tide forecast method using ensemble method to enhance the 
prediction results. The preprocessing is proposed to model variable data to improve 
the classifier performance. The ensemble model is proposed to enhance the 
categorical prediction result.  
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