Parallel Reduction Algorithm of Multiple-Precision over Finite Field $\text{GF}(2^n)$
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Abstract. This paper presents a parallel reduction algorithm concerning multiple-precision integer over finite field $\text{GF}(2^n)$. The data dependency of the sequential reduction algorithm is analyzed to design the parallel algorithm. We take one time clock as the computation time unit to compute the time complexities of parallel algorithm and sequential algorithm. The speedup shows high efficiency of the proposed parallel algorithm.
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1 Introduction

The finite field $\text{GF}(2^n)$ is one of the common used mathematical sets for constructing some cryptosystems including conic curves cryptosystem [1,2] and elliptic curves cryptosystem [3,4]. In recent years, the parallel algorithms of some fundamental operations over finite field $\text{GF}(2^n)$ have received considerable attention due to massive computation caused by the increased security demands. However, there is less deep study on fast parallel algorithms concerning multiple-precision integers over finite field $\text{GF}(2^n)$. Our previous works have designed several parallel algorithms about some basic operations of multiple-precision integers over two other mathematical sets [5-8]. This paper proposes an efficient parallel reduction algorithm of multiple-precision over finite field $\text{GF}(2^n)$ to accelerate the speed of this basic operation over finite field $\text{GF}(2^n)$.

2 Reduction Algorithm over $\text{GF}(2^n)$

The following algorithm is the traditional algorithm for computing reduction over $\text{GF}(2^n)$.

<table>
<thead>
<tr>
<th>Reduction over $\text{GF}(2^n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: module $f(Z) = Z^n + r(Z)$, polynomial $C(Z) = C_{2n-2}Z^{2n-2} + \cdots + C_1Z + C_0$.</td>
</tr>
<tr>
<td>Output: $C(Z) \mod f(Z)$.</td>
</tr>
</tbody>
</table>

1. for $i$ from $n - 2$ to 0, repeat:
1.1 if $C_{i+n} = 1$, then
\[
j \leftarrow \lfloor i/W \rfloor, \quad k \leftarrow i - Wj, \quad C\{j\} \leftarrow u_k(Z) \oplus C\{j\}.
\]
2. return $(C[0], C[1], \ldots, C[t-1])$

3 Parallel Reduction Algorithm over GF($2^n$)

This section discusses the proposed parallel reduction algorithm over finite field GF($2^n$). We take one time clock as the computation time unit to compute the time complexities of parallel algorithm and sequential algorithm.

The parameter $W$ represents the word length of the computer and the parameter $n$ denotes the degree of the modular polynomial $f(Z)$. The parameter $u_k(Z)$ means $Z^k r(Z)$ where $0 < k < W - 1$. We define $m = \lfloor (2n - 1)/W \rfloor$, so the polynomial $C(Z)$ could be expressed as $(C[m], \ldots, C[0], C[1], C[0])$. The parameter $C\{j\}$ means $(C[m], \ldots, C[j + 1], C[j])$.

In the first step, one comparison must be executed to decide whether or not to execute the two arithmetic operations and one logical operation. The average number for computing the other three operations in all rounds of the first step is $(n - 1)/2$ for the reason that the probability of $C_{i+n}$ equal to 1 is 0.5. In substep 1.1, operation $j \leftarrow \lfloor i/W \rfloor$ denotes computing the word length of $\{C(i + n), \ldots, C(n)\}$. The operation $k \leftarrow i - Wj$ is used to get the number of the bits in the highest word of $\{C(i + n), \ldots, C(n)\}$. The operation of multiplication and operation of deduction are not needed to be computed. Only one time clock is needed to obtain the result of this operation. Operation $C\{j\} \leftarrow u_k(Z) \oplus C\{j\}$ means executing XOR for every bit of $u_k(Z)$ and $C\{j\}$ from the lowest bit to the highest bit and it also needs one time clock. To sum up, the total runtime of the sequential procedure for computing reduction over GF($2^n$) is $(n - 1)/2$.

For the parallel procedure, every round of the first step can be calculated simultaneously except the operation of $C\{j\} \leftarrow u_k(Z) \oplus C\{j\}$. To obtain the final value of $C(Z) mod f(Z)$, the intermediate results of $u_k(Z)$ in substep 1.1 should be incorporated after the other operations finished. Obviously, the average number of the temporary result of $u_k(Z)$ is $(n - 1)/2$. As depicted in Fig.1, we use the merging principle.
to incorporate the intermediate results of \( u_k(Z) \) and it will cost \([\log_2((n-1)/2)]\) time clocks. Then the total parallel runtime of reduction over \( \text{GF}(2^n) \) is 
\([\log_2((n-1)/2)] + 2\).
Therefore, the speedup is
\[
S = \frac{5(n-1)/2}{[\log_2((n-1)/2)] + 2} \tag{1}
\]

4 Conclusions

In this paper, we presented a fast parallel reduction algorithm of multiple-precision over finite field \( \text{GF}(2^n) \). The parallel algorithm is designed by analyzing the data dependency of the sequential algorithm. Time complexities of the parallel algorithms and the sequential algorithms are discussed to show the high efficiency of the proposed algorithm. We only discussed the method for parallelizing reduction operation over finite field \( \text{GF}(2^n) \) in this paper. The future works may focus on parallelization of other basic operations over finite field \( \text{GF}(2^n) \).
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