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Abstract. Mining frequent patterns from a large database often involves construction of intermediate structures such as trees for the purpose of efficiency. Various researchers have proposed many types of trees such as CATS-tree and Can-tree. However, these tree-based mining algorithms require a large amount of computing time during the tree construction phase or need generation of extra trees. In this paper, we propose a prefix tree-based mining algorithm which does not require extra tree construction and can reduce the number of potential data exchanges during the intermediate tree contraction. We demonstrate the effectiveness of our algorithm and performance improvement over the existing approach by a series of experiments.
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1 Introduction

Discovery of frequent patterns from a large volume of data has been a topic of active research in the information processing community. To efficiently discover sets of items frequently occurring together from a given data set, various types of data structures and algorithms have been proposed [1][2]. In particular, various tree structures have been devised to represent the input data set for efficient pattern discovery. Most of these tree structures allow efficient incremental mining with a single pass over the database as well as efficient insertion or deletion of transactions at any time [3]. One of the fastest frequent pattern mining algorithms known to date is the CATS algorithm, which can efficiently represent the whole data set using a tree structure called CATS-tree [4]. The CATS algorithm enables frequent pattern mining with different support values without rebuilding the tree structure. This paper describes our work on improvement over the original CATS approach in terms of processing time. The proposed prefix-tree structure allows insertion or deletion of transactions at any time like CATS, but can reduce the number of potential data exchanges during the intermediate tree contraction.

This paper is organized as follows: In Section 2, we present the proposed prefix-tree structure and its construction algorithm. In Section 3, we discuss experimental
results and performance evaluation of our approach. And finally Section 4 draws a conclusion.

2 A Prefix Tree for a Compact Representation of Itemsets

Now we describe our proposed prefix-tree structure and its related algorithm. Our algorithm first scans the database of itemsets to obtain the global frequency count of each item and then sorts the items of each itemset in descending order of their frequency counts. This process of reordering items can avoid unnecessary swapping of nodes in the tree construction phase needed to keep more frequent nodes higher in each path of the tree. It also makes the final tree less sensitive to the order of itemsets in the database as well as to the order of items in each itemset. Once a prefix tree has been constructed from the input database, our mining algorithm does not need extra tree construction for each frequent item and it can proceed in bottom-up fashion unlike CATS-FELINE which has to mine the whole tree both in upwards and downwards fashion. The entire mining process of our approach proceeds in the following steps:

Step 1: Scan the database scan to obtain the frequency count of each item and sort the items in each itemset in descending order of their frequency counts.

Step 2: Construct a single prefix tree for all sorted itemsets in the database. Each node of this tree has both of the global frequency count and the local one for each item.

Step 3: From the prefix-tree generated in step 2, item sets with at least minimum support are mined.

To illustrate the basic idea behind algorithm, we will use the following database as an example (same as the sample database in [3]):

<table>
<thead>
<tr>
<th>TID</th>
<th>Original Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F, A, C, D, G, I, M, P</td>
</tr>
<tr>
<td>2</td>
<td>A, B, C, F, L, M, O</td>
</tr>
<tr>
<td>3</td>
<td>B, F, H, J, O</td>
</tr>
<tr>
<td>4</td>
<td>B, C, K, S, P</td>
</tr>
<tr>
<td>5</td>
<td>A, F, C, E, L, P, M, N</td>
</tr>
</tbody>
</table>

Given the above database, the original CATS-tree constructed from a database scan and its condensed one will look like the following (assuming minimum support of 3):
This condensed tree, a header table containing all the frequency counts for each item, and the required minimum support will be the actual input to our mining algorithm. To illustrate how the actual mining algorithm works, suppose that we want to find the frequent patterns containing ‘P’. For frequent patterns containing ‘P’, our algorithm first finds \{F,C,A,M,P\} and \{C,B,P\} in the tree using the header table. These two itemsets are the conditional pattern base for item P. By taking the intersection of these two sets, it will find \{C,P\} as frequent patterns.

3 Experimental Results

In order to demonstrate the performance improvement of our algorithm over existing approaches, we have conducted a series of experiments with various minimum support values. We compared our algorithm with CAN-tree which showed a better performance over CATS-FELINE[3]. We assumed that each transaction could contain up to 26 items from A through Z and that there are no duplicated items in any transaction. For experiments, we have implemented the algorithms in C++ and used a
PC with Core2 Quad CPU 2.5GHz, 4G RAM. Figures 3(a) and 3(b) both show Prefix-tree’s considerable improvement over CAN-tree in mining time.

4 Conclusion

In this paper, we described an efficient tree structure for representing all items in transactions. The proposed tree structure allows insertion or deletion of transactions at any time like CATS, but usually requires less number of data exchanges in the tree construction and does not need construction of extra trees called alpha trees, thus enabling a more efficient pattern discovery. We demonstrated the performance improvement of Prefix-tree over CATS-FELINE by conducting a series of experiments with various minimum support values and different sizes of databases. A considerable performance improvement over CATS and CAN-tree in terms of memory usage and processing time has been achieved by our proposed tree structure.
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